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Agenda

1. Introduction to Multimodal Summariation

a. What is the task about?

2. Multimodal Summarization in the wild 

a. How exactly is the task framed?

b. How did it evolve over the time?

3. Future Directions

a. What are the biggest challenges and open problems?



Introduction
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Multimodal? Summarization?

https://www.oxfordlearnersdictionaries.com
https://sjp.pwn.pl/
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Multimodal Summarization - formulation

D1

D2

Dn

D3

…

MS

S1

S2

Sn

S3

…

●  Di ≄ Dj and Di ≃ Si
○ Our information is multimodal and no new 

modalities are generated

● | Di | > | Si |

○ We want to “compress” the data

● M(Di )  ~ M(Si )

○ … so that it is still “meaningful”

● Si ≟ ⦰
○ Not all input modalities must be present in the 

output

○ A single {Si} - unimodal output

○ More than one {Si, …, Sj} - multimodal outputAudio, Video, Text, …
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Multimodal Summarization - single modality

https://www.youtube.com/
https://aclanthology.org/2020.findings-emnlp.428.pdf

Video → Image 

Text → Text 
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Multimodal Summarization - multimodal output

https://www.onet.pl/

Text + Video → 
Image + Text



8

Multimodal Summarization - unimodal output

https://unsplash.com

Audio + Text → Text
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Multimodal Summarization - unimodal output

https://unsplash.com

Audio + Text → Text

● For the remainder of this talk, we will focus only on 

text-centric Multimodal Summarization

● We require that the text modality is present both in the 

input and in the output



Formulation and history
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Text Summarization - brief recap

Abstractive:
● Supervised:

○ Sequence-to-sequence 

models

● Unsupervised:

○ Foundation models

Extractive:

● Supervised:

○ Sentence classification

● Unsupervised:

○ Graph-based methods

Document Summary
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Text Summarization - brief recap

Abstractive:
● Supervised:

○ Sequence-to-sequence 

models

● Unsupervised:

○ Foundation models

Extractive:

● Supervised:

○ Sentence classification

● Unsupervised:

○ Graph-based methods

Domains:

● News Articles

● Scientific Papers

● Dialogues

● Meetings

● Multiple Documents

● Medial Reports

● …

Surface-level:

● ROUGE-{1,2,L,S} (Lin, 2004)

● BLEU (Papineni, 2002)

● CHRF (Popovič, 2015) 

Model-based:

● MoverScore (Zhao, 2019)

● BERTScore (Zhang, 2019)

● InfoLM (Colombo, 2022)

● COMES (Krubiński, 2022)

Question Answering-based:

● SummaQA (Scialom, 2019)

● APES (Eyal, 2019)

● QAGS (Wang, 2020)

● QuestEval (Scialom, 2021)

EVALUATION

Document SummaryDocument Summary
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Video Summarization - brief recap
● Extractive approach

● Generic pipeline of:

○ Down-sample frames

○ Extract frame-level features

○ Model intra-video frame importance

○ Supervised - frame-level annotations, 

unsupervised - GAN/VAE

https://arxiv.org/abs/2101.06072
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Video Summarization - brief recap

https://arxiv.org/abs/2101.06072

● Extractive approach

● Generic pipeline of:

○ Down-sample frames

○ Extract frame-level features

○ Model intra-video frame importance

○ Supervised - frame-level annotations, 

unsupervised - GAN/VAE

Dataset # of instances Modality

TVSum 50 Video

SumMe 50 Video

OVP 50 Video

LoL 218 Video

CNN/DailyMail 312,000 Text

XSum 204,000 Text

Gigaword 3.8M Text
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Extending Textual Data
Li et al. (2017),
Li et al. (2018)● Original data – text only

● Additional, multimodal data is obtained by 

querying  a search engine with related 

phrases/keywords and collecting the outputs

Prague, tram, accident

https://hackernoon.com/summarization-with-wine-reviews-using-spacy-b49f18399577
https://wildstonesolution.com/top-search-engines/

https://unsplash.com
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Multimodal Documents
Sanabria et al. (2018),
Palaskar et al. (2019),
Li et al. (2020),
Im et al. (2021)

Original data is multimodal.

● News articles

● Instructional video

● Meeting recordings

● Sport events

● Product reviews

● …
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Multimodal Documents
Sanabria et al. (2018),
Palaskar et al. (2019),
Li et al. (2020),
Im et al. (2021)

Original data is multimodal.

● News articles

● Instructional video

● Meeting recordings

● Sport events

● Product reviews

● …
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Multimodal Documents
Sanabria et al. (2018),
Palaskar et al. (2019),
Li et al. (2020),
Im et al. (2021)

Modeling techniques

● Extending seq-2-seq with attention over 

the visual input

● Realised with separate encoders

● Representations are merged before 

decoder

http://xcfeng.net/res/presentation/Multi-modal-Summarization.pdf
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How to summarize multimodal documents?

https://www.dailymail.co.uk/sciencetech/article-10995713/NASAs-James-Webb-Telescope-targets-Carina-Nebula-Stephans-Quintet-Southern-Ring-Nebula-more.html
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Multimodal Summarization with Multimodal Output
Zhu et al. (2018),
Li et al. (2020),
Fu et al. (2021),
Tang et al. (2022)

https://aclanthology.org/2020.emnlp-main.752
https://aclanthology.org/D18-1448

https://arxiv.org/abs/2009.08018
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Multimodal Summarization with Multimodal Output

https://aclanthology.org/2020.emnlp-main.752
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Multimodal Summarization with Multimodal Output

https://aclanthology.org/2020.emnlp-main.752

● Dual encoder, merged before decoder● Text-aware frame scoring
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Multimodal Summarization  - task evolution

1) Text -> Text 2) Text + (external) V/I/T -> Text

4) Text + V/I -> Text + I

3) Text + V/I -> Text

Prague, tram, accident



Challenges and open problems
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Challenges and open problems

1. Lack of data

2. Multimodal feature extraction and cross-modal fusion

3. Formulation of learning signal and task-specific pre-training

4. Multimodal evaluation
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MLASK
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Lack of data
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Video

Article

Title

Summary

Image Summary



29

Video

Article

Title

Summary

Image Summary

● Low resource language (Czech) - not as mainstream as English

● But one can get in touch with the media company to release the data!
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Multimodal feature extraction and cross-modal fusion

Video/Image

Text

Visual 
Feature 

Extraction

Textual 
Feature 

Extraction

Encoder

Encoder

Fused 
Representation

Video/Image

Text

Multimodal 
Feature 

Extraction

Encoder

VisualBERT (Li et al., 2019),
HERO (Li et al., 2020),
Video-CLIP (Xu et al., 2021),
Flamingo (Alayrac at al., 2022),
BLIP-2 (Li at el,. 2023)

Fused 
Representation
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Formulation of learning signal and task-specific pre-training

Previous works (Li at al., 2020; Fu et al., 2021) considered the most 
similar frame from the video as ground-truth and others as 

negatives. 

● Single peak - ok

● Still scenes?

● Multiple peaks?



Reference
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Multimodal evaluation

vs

vs

https://unsplash.com

vs

Summary Reference Summary

Now:    🤔 Future:  🙂 
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Multimodal evaluation

https://www.cbsnews.com
https://www.npr.org

https://www.tmz.com

Harrison Ford Plane Crash 
Caused By Loose Engine Part

Actor Harrison Ford injured in 
crash landing on golf course

Plane Crashes - Actor 
Seriously Injured
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Multimodal evaluation

Rate 3 images on a scale of 0 to 4 
(the higher, the better).
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Multimodal evaluation

# Annotators 18

# Instances 300

# Systems 4

Avg annotations per image 2.54

Rate 3 images on a scale of 0 to 4 
(the higher, the better).
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Institute of Formal and Applied Linguistics (ÚFAL)

● part of the Computer Science School at the 

Faculty of Mathematics and Physics, Charles 

University

● 50+ faculty members, 20+ Ph.D. students

● 150+ GPUs, 1500+ CPUs

● various resources, tools and projects

○ Universal Dependencies

○ Prague Dependency Treebank

○ UDPipe

○ LINDAT Translation

○ Charles Translator for Ukraine

○ THEaiTRE

○ …
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Thank you!

krubinski@ufal.mff.cuni.cz

https://github.com/ufal/MLASK


